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A confidence limit for the empirical mode
decomposition and Hilbert spectral analysis
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The confidence limit is a standard measure of the accuracy of the result in any statis-
tical analysis. Most of the confidence limits are derived as follows. The data are first
divided into subsections and then, under the ergodic assumption, the temporal mean
is substituted for the ensemble mean. Next, the confidence limit is defined as a range
of standard deviations from this mean. However, such a confidence limit is valid only
for linear and stationary processes. Furthermore, in order for the ergodic assumption
to be valid, the subsections have to be statistically independent. For non-stationary
and nonlinear processes, such an analysis is no longer valid. The confidence limit
of the method here termed EMD/HSA (for empirical mode decomposition/Hilbert
spectral analysis) is introduced by using various adjustable stopping criteria in the
sifting processes of the EMD step to generate a sample set of intrinsic mode func-
tions (IMFs). The EMD technique acts as a pre-processor for HSA on the original
data, producing a set of components (IMFs) from the original data that equal the
original data when added back together. Each IMF represents a scale in the data,
from smallest to largest. The ensemble mean and standard deviation of the IMF
sample sets obtained with different stopping criteria are calculated, and these form a
simple random sample set. The confidence limit for EMD/HSA is then defined as a
range of standard deviations from the ensemble mean. Without evoking the ergodic
assumption, subdivision of the data stream into short sections is unnecessary; hence,
the results and the confidence limit retain the full-frequency resolution of the full
dataset. This new confidence limit can be applied to the analysis of nonlinear and
non-stationary processes by these new techniques. Data from length-of-day measure-
ments and a particularly violent recent earthquake are used to demonstrate how the
confidence limit is obtained and applied. By providing a confidence limit for this new
approach, a stable range of stopping criteria for the decomposition or sifting phase

Proc. R. Soc. Lond. A (2003) 459, 2317–2345
2317

c© 2003 The Royal Society



2318 N. E. Huang and others

(EMD) has been established, making the results of the final processing with HSA,
and the entire EMD/HSA method, more definitive.
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1. Introduction

The two-step method of empirical mode decomposition (EMD) and Hilbert spectral
analysis (HSA) introduced by Huang et al . (1998a, 1999a, hereafter referred to as
H98 and H99) has proved to be a powerful procedure for analysing non-stationary
and nonlinear data. During the years since its introduction, many applications have
been found (Huang 2001; Huang et al . 1998b, 1999b, 2000, 2001; Gloersen & Huang
1999; Wu et al . 1999; Loh et al . 2001; Hu et al . 2002) that include analysing acoustic,
biological, ocean, earthquake, climate and mechanical vibration data. As versatile as
it has proved to be, the method still needs further clarifications and improvements.
An aspect in need of development and clarification is the definition and analysis of
a confidence limit for the resulting intrinsic mode functions (IMFs) and the Hilbert
spectrum.

The confidence limit is a standard measure for results from statistical analysis.
Ideally, it should be derived from an ensemble of observations and computed using
the ensemble mean and standard deviation from this mean. Assuming the error is
normally distributed, the confidence limit is usually defined as a range of values
near this mean: one standard deviation is equivalent to 68%, and two standard
deviations are equivalent to a 95% confidence limit. For practical reasons, however,
only a few of the many statistical analysis studies follow this rule. Most of the studies
used a confidence limit computed from one set of observations only, instead of an
ensemble; the mean and the standard deviation are actually computed by invoking
the ergodicity, assuming that the data are linear and stationary, and the data can
be subdivided into statistically independent subsections. The temporal mean from
these subsections is then used to approximate the ensemble mean.

The ergodic rule seems straightforward, but there are certain difficulties involved
that are consistently overlooked. The first difficulty is that there may not be enough
data values to allow subdivision of the dataset into enough subsets so that each will
have enough data to represent the process and allow a realistic mean to be computed
within each subset. And the more troublesome hurdle is that the data may not be
stationary or from a linear process. Once the stationary assumption is abandoned,
the ergodicity can no longer be assumed to compute the mean and standard devia-
tion from different subsections of the same given dataset; a true ensemble mean is
required. Unfortunately, in the real world, only one realization is available, which
gives only one dataset: no one can demand and achieve a repeat of a natural process
even once, much less so enough for an ensemble average.

The most serious objection is that natural processes are not only non-stationary
but also nonlinear, which involves sensitivity to the initial conditions and reactions to
feedback. Thus, most of the underlying physical processes make the ergodic assump-
tion inapplicable, if not irrelevant. Therefore, a statistical measure of the result can-
not simply be established by resorting to spatial and temporal averaging; yet finding
an alternative is a grand challenge.
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